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Problem 1. (Characterization of Euclidean Distance Matrices)

a) Show that if D(X) ∈ Rn×n is a distance matrix, then show that:
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2D(2)(X) = XXT − 1nx̂T − x̂1T

where x̂ = 1
2 [xT

1 x1, . . . ,xT
n xn]T .

b) Consider −1
2En∆(2)En, which is non-negative definite and rk(−1

2En∆(2)En) ≤ k, then
there exists n× k matrix X such that

−1
2En∆(2)En = XXT , and XT En = XT .

c) A matrix with zero diagonal elements is called hollow matrix. Prove that if A is a
symmetric hollow matrix, then A = 0 if and only if EnAEn = 0.

Problem 2. (MDS vs. PCA) Suppose that x1, . . . ,xn ∈ Rp and X = [x1 . . .xn] ∈ Rp×n. Let
En be the centering matrix defined as In − 1

n
1n1T

n .

a) Show that the sample covariance matrix Sn is equal to 1
n−1XEnXT .

b) Show that if the projection matrix in PCA is Q then the projected points are given by
QXEn.

c) Consider n points presented as X = [x1 . . .xn] ∈ Rp×n. Show that the if PCA analysis
is applied to have the best projection on a k-dimensional space, the output is given by:
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
where V = [v1 . . .vp] comes from the singular value decomposition of XEn which is :

XEn = Up×pΛVT
n×p.

d) Show that applying MDS on the distance matrix D(X) provides the same result as
PCA.



Problem 3. (MDS in 3-dimensional space) Consider four samples in R3 given as follows:
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Using MDS, find the best Euclidean embedding for presenting the data in two dimensional
space. Explain each step.


