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Solution of Problem 1

a) b is given as −1
2aT (x1 + x2) = 3.

b) Supporting vectors are those with λi 6= 0, which are x2,x3,x4,x5.

xi yi λi xi yi λi

x1 =
(

1
1

)
y1 = −1 λ1 = 0 x4 =

(
0.5
−0.5

)
y4 = 1 λ4 = 4.73

x2 =
(

2
0

)
y2 = −1 λ2 = 0.67 x5 =

(
−2
1

)
y5 = 1 λ5 = 0.94

x3 =
(

0
0

)
y3 = −1 λ3 = 5 x6 =

(
0
−1

)
y6 = 1 λ1 = 0

c) For those vectors, the normal vector of the hyperplane is obtained as:

a =
6∑
i=1

λiyixi = λ2y2x2 + λ3y3x3 + λ4y4x4 + λ5y5x5

a = −0.67
(

2
0

)
− 5

(
0
0

)
+ 4.73

(
0.5
−0.5

)
+ 0.94

(
−2
1

)
=
(
−0.86
−1.43

)
To find b, take two support vectors xk and xl with yk = 1 and yl = −1 with 0 < λ < 5.
For these support vectors, we have yi(aTxi + b) = 1. Hence:

b? = −1
2 a?T (xk + xl) = −1

2
(
−0.86 −1.43

)
(
(

2
0

)
+
(
−2
1

)
) = 1.43

2 = 0.715. (1)

Solution of Problem 2
From Mercer’s Theorem we know that a kernel K : Rp → R is a valid kernel if and only if for
any {x1, . . . ,xn} the kernel matrix K = (K(xi,xj))i,j=1,...,n is non-negative definite.

a) For K(x,y) = K1(x,y) we have that

K = (K(xi,xj))i,j=1,...,n = (αK1(xi,xj))i,j=1,...,n = αK1 .

Then, since K1 is non-negative definite and α > 0, it holds

zTKz = α︸︷︷︸
>0

zTKz︸ ︷︷ ︸
≥0

≥ 0 , ∀z ∈ Rp ⇒ Kis non-negative definite.



b) For K(x,y) = K1(x,y) +K2(x,y) we have that K = K1 + K2, thus

zTKz == zT (K1+K2)z = zTK1z︸ ︷︷ ︸
≥0

+ zTK2z︸ ︷︷ ︸
≥0

≥ 0 , ∀z ∈ Rp ⇒ Kis non-negative definite.

c) For K(x, y) = K1(x, y)K2(x, y) we have that K = K1 � K2, where � denotes the-
Hadamard product (i.e., point-wise multiplication) between two matrices. Let K1 =∑n
i=1 λivivTi and K2 = ∑n

i=1 ρiuiuTi be the spectral decompositions of K1 and K2 re-
spectively. Note that, since these matrices non-negative definite we have that their
eigenvalues λi and ρi are non-negative for all i = 1, . . . , n. Therefore, we get

K = (
n∑
i=1

λivivTi )�(
n∑
j=1

ρjujuTj ) =
n∑
i=1

n∑
j=1

ρiλjvivTi �ujuTj =
n∑
i=1

n∑
j=1

ρiλj(vi�uj)(vi�uj)T .

Note that for any i, j = 1, . . . , n the matrix ρjλi(vi � uj)(vi � uj)T is a rank-1 matrix
with eigenvalue ρjλi ≥ 0, thus a non-negative definite matrix. This means that K is a
sum of non-negative definite matrices, therefore, as shown in b), it is also non-negative
definite.

Solution of Problem 3
If a Kernel is given by K(x, z) = (xTz + c)d, we have:

(xTz + c)d = (
n∑
i=1

xizi + c)d =
∑

β(α1, . . . , αn+1)(x1z1)α1 . . . (xnzn)αncαn+1

=
∑(√

cαn+1β(α1, . . . , αn+1)xα1
1 . . . xαn

n

)(√
cαn+1β(α1, . . . , αn+1)zα1

1 . . . zαn
n

)

where the sum is taken over all (α1, . . . , αn+1) ∈ Nn+1 such that
n+1∑
i=1

αi = d, αi ∈ N. The

number of all these monomials are given by the number of answers to the above equation
which is

(
n+d
d

)
. Therefore the feature map can be considered as:

φ(x) =
(√

cαn+1β(α1, . . . , αn+1)xα1
1 . . . xαn

n

)
n+1∑
i=1

αi = d, αi ∈ N
∈ R(n+d

d ).


