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Problem 1. 2 state homogeneous Markov chain
Consider a 2 state homogeneous Markov chain with states {0, 1} and transition matrix

Π =
(

1− α 1− β
β α

)
.

Compute a stationary distribution p = (p1, p2).
Hint: solve pΠ = p

Problem 2. Recurrence times are insensitive to distributions
Let X0, X1, X2, .... are drawn i.i.d ∼ p(x), x ∈ X = {1, 2, 3...,m}, and let N be the waiting
time to the next occurrence of X0. Thus N = minn{Xn = X0}.

a) Show that EN = m

b) Show that E logN ≤ H(X).

Hint: For 0 < r < 1 we have
∞∑
n=0

rn = 1
1− r ,

∞∑
n=0

nrn = r

(1− r)2 .

Problem 3. Entropy rate of a dog looking for a bone.
A dog walks on the integers, possibly reversing direction at each step with probability p = 0.1.
Let X0 = 0. The first step is equally like to be positive or negative. A typical walk might
look like this :

(X0, X1, ....) = (0,−1,−2,−3,−4,−3,−2,−1, 0, 1, ......) (1)

a) Find H(X1, X2, ...., Xn).

b) Find the entropy rate of the dog.

c) What is the expected number of steps that the dog takes before reversing direction?



Problem 4. AEP
Let Xi be i.i.d ∼ p(x), x ∈ X = {1, 2, 3...,m}. Let µ = EX and H = −∑ p(x) log p(x).
Let Anε = {(x1, x2, ..., xn) ∈ X n : | − 1

n
log p(xn) −H| ≤ ε} and Bn

ε = {(x1, x2, ..., xn) ∈ X n :
| 1
n

∑n
i=1 xi − µ| ≤ ε}.

a) Does P ((X1, X2, ..., Xn) ∈ Anε )→ 1?

b) Does P ((X1, X2, ..., Xn) ∈ Anε ∩Bn
ε )→ 1?

c) Show that |Anε ∩Bn
ε | ≤ 2n(H+ε) for all n.

d) Show that |Anε ∩Bn
ε | ≥ (1

2)2n(H−ε) for sufficiently large n.

Problem 5. AEP and mutual information
Let (Xi, Yi) be i.i.d. ∼ p(x, y). We form the log likelihood ratio of the hypothesis that X and
Y are independent vs. the hypothesis that X and Y are dependent, i.e.,

1
n

log p(X1, X2, ..., Xn)p(Y1, Y2, ..., Yn)
p(X1, X2, ..., Xn, Y1, Y2, ..., Yn) .

What is the limit of this log likelihood ratio, when n→∞ ?


